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Introduction

The idea that we learn by interacting with our environment is probably the first to occur to us when we 
think about the nature of learning.Learning from interaction is a fundamental idea underlying nearly all 
theories of learning and intelligence.In this presentation,we are going to discuss about one of Machine 
Learning approaches that describes how to learn through interacting with environment.This approach is 
called “Reinforcement Learning” and it is much more focused on goal-directed learning from interaction 
than are other approaches to machine learning.
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 Trial And Error learning

According to American psychologist R. S. Woodworth (1938) :

The idea of trial-and-error learning goes as far back as the 1850s 
to Alexander Bain’s discussion of learning by “groping and 
experiment” and more explicitly to the British ethologist and 
psychologist Conway Lloyd Morgan’s 1894 use of the term to 
describe his observations of animal behavior.

R. S. Woodworth

(Sutton & Barto,p.15)
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Law of efect

“Of several responses made to the same situation, those which are 
accompanied or closely followed by satisfaction to the animal will, 
other things being equal, be more firmly connected with the situation, 
so that, when it recurs,they will be more likely to recur; those which 
are accompanied or closely followed by discomfort to the animal will, 
other things being equal, have their connections with that situation 
weakened, so that, when it recurs, they will be less likely to occur. The 
greater the satisfaction or discomfort, the greater the strengthening or 
weakening of the bond.”

 Thorndike, 1911, p. 244

Edward Thorndike

(Sutton & Barto,p.15)
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Law of efecttcontinue)

Responses that produce a satisfying efect in a particular situation become more likely to occur again in that 
situation, and responses that produce a discomforting efect become less likely to occur again in that situation.

(Gray & Peter, p 108–109)

Operant conditioning chamber(skinner).
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LOE is everywhere!
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LOE and humunity

Walking stages

Envisage your childhood.How did you learn to walk?How did you learn to ride a bike?

A child learning riding a bike
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LOE and humunity

A man learning riding a motorcycle

We still learn some task by RL!

Playing chess
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Reinforcement Learning

Richard Sutton(the father of RL) Andrew G. Barto

Let’s utilize LOE on our computers to learn them what to do!
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Machine Learning

Machine learning  is the study of computer algorithms that improves automatically through experience.
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Machine Learning

Machine learning comprises three branches
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RL vs other methods
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Elements of Reinforcement Learning

Beyond the agent and the environment, one can identify four main subelements of a

reinforcement learning system:

●  policy 

● reward signal

●  value function

● model of the environment(optional)

(Sutton & Barto,p.6)

Main elements in RL
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Reward

“That all of what we mean by goals and purposes can be well 
thought of as the maximization of the expected value of the 
cumulative sum of a received scalar signal (called reward).”

Suttion & Barto

In fact,if the sequence of rewards received afer time step t is denoted Rt+1, Rt+2, Rt+3, . . .,the goals 
is to maximize expected return:

(Sutton & Barto,p. 48-49 & 53)
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Policy

A policy is a mapping from states to probabilities of selecting each possible action and is show 
as (a|s).In fact, (a|s)is the probability that At = a if St= s .

  

π π

A grid world that has two terminal states

(Sutton & Barto,p.58)



18

Value function

The value function of a state s under a policy    , denoted v (s), is the expected return
when starting in s and following     thereafer.

π
π

π

Value Policy

(Sutton & Barto,p.58)

A grid world
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Types of RL algorithms

In RL,there are three main steps:
1. Run the policy
2. Fit a model/estimate the return
3. Improve the policy

Main steps in RL algorithms.

We can choose next state using neither dynamic or      .π

(Levine’s slides)
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Types of RL algorithms

● Policy gradients

● Value-based

● Actor-critic

● Model-based RL: estimate the transition model, and then…

1.Use it for planning (no explicit policy)

2.Use it to improve a policy

(Levine’s slides)
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Policy gradient

In policy gradient methods,optimal policy is learned by computing gradient of policy and then 
optimizing it.

Policy gradient 

(Levine’s slides)
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Model-based

In model-based methods,the goal is to use known dynamics or learn dynamics.

 

In model-based settings,we want to learn system dynamics or use them to plan. 

(Levine’s slides)
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Value based

In value based methods,value function or Q-function of the optimal policy is estimated. 

Figure 19:Value based 

(Levine’s slides)
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Actor-Critic

 In Actor-critic methods,value function or Q-function of the current policy is estimated and used to improve 
policy.

Actor-critic

(Levine’s slides)
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RL in use

● Games

● Electrical engineering

● Business Process Management

● Autonomous Driving

● Robotics

● Cyber security

● Other Machine Learning fields such as Computer Vision,NLP and etc.

● ...
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RL and Games
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Electrical engineering

P
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Autonomous driving

Oficial web site of Wayve corporation 

A self-driving car that is invented by Wayve Corporation.
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Robotics 

(Haarnoja,Ha, Zhou,Tan, Tucker,.2020)

A robot learning to walk using Deep RL.
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Cyber security 

Intrusion detection and prevention system based on a game theory 
approach and fuzzy Q-learning

(Nguyen,Reddi.2020)
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 Simulators

● Some of gym simulators:
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The best RL courses
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Reinforcement Learning Specialization

https://www.coursera.org/learn/fundamentals-of-reinforcement-learning
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Deep Reinforcement Learning

http://rail.eecs.berkeley.edu/deeprlcourse/
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Prcatical Reinforcement Learning

https://www.coursera.org/learn/practical-rl
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Conclusion

In this presentation,we talked about Fundamentals of Reinforcement Learning and attempted to illustrate 
some of its major usages.As been discussed,RL come in handy not only in a wide range of AI tasks,but also 
in some other engineering fields such as Motor Control,Robotics,Self-driving and etc.

We hope that RL finds a good answer for some of tasks that aren’t solved yet.
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Thanks for your attention!
Any questions?
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